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Purpose. When using continuous predictor variables in discrete-state Markov modeling, it is necessary to create categories of risk and assume homogeneous disease risk within categories, which may bias model outcomes. This analysis assessed the tradeoffs between model bias and complexity and/or data limitations when categorizing continuous risk factors in Markov models. Methods. The authors developed a generic Markov cohort model of disease, defining bias as the percentage change in life expectancy gain from a hypothetical intervention when using 2 to 15 risk factor categories as compared with modeling the risk factor as a continuous variable. They evaluated the magnitude and sign of bias as a function of disease incidence, disease-specific mortality, and relative difference in risk among categories. Results. Bias was positive in the base case, indicating that categorization overestimated life expectancy gains. The bias approached zero as the number of risk factor categories increased and did not exceed 4% for any parameter combinations or numbers of categories considered. For any given disease-specific mortality and disease incidence, bias increased with relative risk of disease. For any given relative risk, the relationship between bias and parameters such as disease-specific mortality or disease incidence was not always monotonic. Conclusions. Under the assumption of a normally distributed risk factor and reasonable assumption regarding disease risk and moderate values for the relative risk of disease given risk factor category, categorizing continuously valued risk factors in Markov models is associated with less than 4% absolute bias when at least 2 categories are used. Key words: Markov models; Monte Carlo models; bias. (Med Decis Making 2009;29:549–556)

Markov models, or state transition models, can be used to model the risk of disease or event over time for a hypothetical population. Often, this risk depends on certain predictor variables, many of which are measured on a continuous scale. For example, blood pressure is a risk factor for coronary heart disease, folate intake can affect the risk of neural tube defects (NTDs), and CD4 counts can predict the risk for opportunistic infections in people living with HIV or AIDS. When using such continuous predictor variables in a discrete-state Markov model, it is necessary to create categories of risk. In so doing, one makes assumptions about the homogeneity of persons residing within each categorical health state, such that all persons face the same risk of developing the disease or event of interest. To the extent that the relationship between the predictor variable and the disease outcome can be defined as a continuous relationship, the assumption of homogeneity within risk category will result in biased model output.

Kuntz and Goldie identified another bias related to the assumption of homogeneity in Markov models. They looked at the impact of an unobservable dichotomous factor that may affect disease risk and demonstrated that failure to incorporate these differential risk factors would bias model outcomes because the model does not account for the fact that higher risk individuals get disease more rapidly than do those with lower risk. The magnitude of this “heterogeneity bias” was found to depend on disease risk and the...
relative risk of disease and could be as large as 50%. Similar conclusions were drawn in Zaric’s analytic perspective of the issue.

A bias can likewise occur when categorizing continuous predictor variables in Markov models. Because individuals at the lower ends of each category face a different disease risk than those at the higher ends, they should be exiting the disease-free Markov states at a faster or slower pace than those at the higher ends of each category. The relative proportion of higher risk individuals within each category who consequently remain in the disease-free states should decrease over time, whereas that of lower risk individuals should increase. Because categorization does not specifically adjust for these changes within groups over time, the model is unable to account for this differential disease risk and will produce biased results.

Categorizing continuous variables therefore involves tradeoffs between the effects of this bias and model complexity and/or data limitations. For example, if “too few” categories are used, there is potential for biased results, yet “too many” categories may increase model complexity unnecessarily or increase uncertainty in model estimate due to sparse data. A gold-standard model is one that can incorporate the risk factor as a continuous variable such as with Monte Carlo simulation. However, Monte Carlo models can be difficult to debug, entail long computing time, and preclude probabilistic sensitivity analysis.

To examine the tradeoffs between the magnitude of bias v. model complexity and data limitations, we used simple decision-analytic models in which we considered the potential influence of categorizing continuous predictor variables on model outcomes, labeling the effect categorization bias. We compared outcomes in the categorized model with those in the “gold standard” of the Monte Carlo and quantified the degree and direction of bias as a function of key disease outcome parameters.

**METHODS**

We developed generic Markov cohort and Monte Carlo simulation models to evaluate the tradeoffs between choosing fewer v. more categories of a continuously valued risk factor. In the cohort model, subjects were distributed into disease-free states defined by a categorized risk factor. From each disease-free state, we assigned a unique probability of developing disease, based on the mean value with respect to the distribution of the risk factor within the category.

Initially, we assumed that the disease probability was a logistic function of the risk factor. We chose a logistic function because it is bounded by 0 and 1 and is the basis of risk functions fit via logistic regression analysis. We also considered an assumption of linear risk. Persons could die either from disease or from other causes, and the outcome of interest was life expectancy with v. without a hypothetical intervention. We ran the model while varying the number of risk factor categories from 2 to 15. The Monte Carlo simulation model used the same underlying model parameters and assumptions while modeling the risk factor as a continuous variable.

**Generic Model**

Figure 1 shows the structure of the generic Markov cohort model, which begins with a cohort of disease-free persons distributed into one of N “Well” states, where \( i = 1 \) to \( N \) and \( N = 2, 3, 4, \ldots, 15 \). Each state is defined by a categorized, generic risk factor. Individuals in category \( i \) face an annual risk of disease (in the absence of intervention) based on our assumption of the following logistic risk function:

\[
\Pr(\text{Disease}|\text{category } i, \text{ no intervention}) = \frac{1}{1 + \exp(-(\alpha + \beta \mu))}.
\]
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where $\alpha$ is a measure of overall disease risk, $\beta$ characterizes the relative difference in risk between risk factor values, and $\mu_i$ is the risk factor level associated with the mean disease risk for category $i$. We also varied this assumption in sensitivity analyses to evaluate the following linear risk function:

$$ \text{Pr}(\text{Disease} \mid \text{category } i, \text{no intervention}) = \begin{cases} 0, & \text{if } \alpha + \beta \mu_i < 0 \\ 1, & \text{if } \alpha + \beta \mu_i > 1 \\ \alpha + \beta \mu_i, & \text{otherwise}. \end{cases} \quad (2) $$

We assumed a protective risk factor, such that $\beta$ is negative and higher risk factor values imply lower disease risk. The primary difference among states is disease risk, which we assumed to be homogeneous within categories. Although the probability of developing disease depends on the risk factor category, the overall disease risk for the initial cohort is the same for all values of $N$ and is equal to the weighted average of the category-specific disease risks, weighted by the proportions of the cohort starting in each category.

Both the Markov cohort and the Monte Carlo simulation models considered a population of 30-year-old adults, for whom age-specific risk of all-cause mortality was based on data from the US Vital Statistics.\(^4\) We modeled the probability of dying from disease as a function of the age-specific non-disease-related mortality rate ($\lambda_{\text{age}}$) and the disease-specific mortality rate ($\lambda_{\text{dis}}$) using the following function:

$$ \text{Pr}(\text{Die}) = 1 - \exp(-\lambda_{\text{age}} + \lambda_{\text{dis}}). $$

The goal of our analysis was to quantify the difference in cohort model results for varying values of $N$ compared to those from the Monte Carlo model, where the risk factor was modeled as a continuous variable. All cohort models were run using Treeage Pro (Williamstown, MA) software, and the Monte Carlo model used C programming.

We assumed that the risk factor values were distributed normally with a mean of 100 and a standard deviation of 10 and that an individual’s risk factor level did not change with age. The choice of parameter values for the normal distribution was fairly arbitrary but does not influence our analysis because one can transform this distribution into any other normal distribution with a different mean and variance. In the categorized Markov cohort model, we defined the ranges for the $N$ categories of risk by assuming that each category had equal probability:

$$ \text{Category } i = \left[ \left( \frac{i-1}{N} \right) \text{%ile}, \left( \frac{i}{N} \right) \text{%ile} \right], \text{ for } i = 1, 2, \ldots, N, $$

where the percentile (\%ile) refers to the percentile of the risk factor distribution. Individuals were assigned a constant probability of disease based on their category’s mean risk, calculated using the associated risk factor level $\mu_i$ and the $\alpha$ and $\beta$ parameters in the risk function (equation (1) or (2)). When using a linear function of disease risk, this average probability of disease for each category is equal to the value of the risk function at the category’s average risk factor level.

We estimated life expectancy gains associated with a hypothetical intervention that decreases the risk of disease and compared our results varying the number of risk factor categories. Bias was defined as the percentage change in life expectancy gain (LEGain) when using $N$ categories ($N = 2–15$) of risk factor to that when using the Monte Carlo (MC) gold standard:

$$ \text{Bias} = \frac{\text{LEGain}_{\text{Categ}(N)} - \text{LEGain}_{\text{MC}}}{\text{LEGain}_{\text{MC}}} . $$

A positive bias would imply that fewer categories overestimated the life expectancy gains with intervention compared with more categories, whereas a negative bias would indicate that these gains were underestimated.

We assumed that the hypothetical intervention reduced disease risk by a percentage $\phi$, a method that is consistent with those used in prior heterogeneity bias analyses.\(^1\)\(^2\) To incorporate the intervention, the probability of disease for the logistic (base case) and linear risk functions was as follows:

### Logistic:

$$ \text{Pr}(\text{Disease} \mid \text{category } i, \text{intervention}) = \frac{1}{1 + \exp(-(\alpha + \beta \mu_i))} \cdot (1 - \phi), $$

### Linear:

$$ \text{Pr}(\text{Disease} \mid \text{category } i, \text{intervention}) = (\alpha + \beta \mu_i) \cdot (1 - \phi), $$

where $\phi$ equaled 0 with no intervention and 10% with intervention.

We evaluated the predicted life expectancy benefits—and thus the magnitude and sign of bias—as a function of disease risk, disease-specific mortality, and relative difference in risk between 2 equal categories (relative risk [RR]). Table 1 shows our base case parameter values and assumptions as
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well as the ranges considered for sensitivity analyses. Both disease risk and RR were dependent on the underlying risk factor distribution (normal) and disease risk function (logistic or linear) and were thus derived by varying the risk function parameters $\alpha$ and $\beta$ to obtain the desired disease risk and RR values. Note that the parameter values of the normal distribution do not influence the analysis because a change in these parameters would simply affect the values of $\alpha$ and $\beta$ but would not alter the model estimates for the annual disease risk or RR. To provide a clearer interpretation of $\beta$, we present RR as the ratio of high-risk v. low-risk categories in the 2-category model and is derived from the value of $\beta$ by dividing the overall risk of the high-risk group by that of the low-risk group to achieve the desired relative risk value.

### Worked Example

We evaluated the bias in a simple worked example of using an antihypertensive agent to lower diastolic blood pressure (DBP) and reduce the risk of coronary heart disease (CHD). We derived the DBP distribution from a US population of 65- to 74-year-old diabetic, smoking men, based on 1976–1980 data from the National Health and Nutrition Examination Surveys.\(^5\) We fit a normal distribution with mean of 83 and standard deviation of 11.5. Annual CHD risk was predicted using published risk equations of a parametric statistical model from the Framingham Heart Study\(^6\) for a cohort of 70-year-old diabetic, smoking men with average cholesterol levels. Calculation details for the prediction coefficients are described in Anderson and others.\(^6\) CHD risks were based on the mean value with respect to the DBP distribution within each of 1, 2, and 10 categories. We evaluated life expectancy gains from a hypothetical intervention that reduced DBP by 15 points and used the 10-category model as a proxy for the gold standard.

### RESULTS

Table 2 shows the results of our base case analysis. Given an average annual disease risk of 3%, RR of 2, annual disease-specific mortality of 3%, and an intervention that decreases risk by 10%, the model predicted that the intervention would increase life expectancy by just over 8 months. This benefit ranged from 8 months when the risk factor was modeled as a continuous variable in the Monte Carlo simulation to 8 months plus 1 week when only 2 categories were used. Comparing projected gains with the use of 2 to 15 risk factor categories with those when using a continuous risk factor, the categorization bias was 2.4% for the 2-category model and 0.05% for 15 categories. In the base case, the bias was always positive, approached 0 as $N$ increased, and never exceeded 4% when the risk factor was categorized or 7.5% when pooled (e.g., 1 category).

We evaluated the degree and sign of bias as a function of average annual disease risk, RR between 2 categories, disease-specific mortality, and number of categories (Figure 2). For any levels of disease-specific mortality and disease risk, bias increased with RR. For example, in our base case of disease-specific mortality and disease risk both at 3%, the 2-category bias was 0.9%, 2.4%, and 3.9% for RRs of 1.5, 2, and 2.5, respectively. For any given RR, the relationship between bias and disease risk was not always monotonic. For example, for all combinations of RR and disease-specific mortality, the 2-category bias increased with disease risks of 1% and 3% and then decreased when risk increased further to 5%. Holding all other parameters constant, the magnitude of bias was not sensitive to disease-specific mortality.

Figure 3 shows bias given a linear function of disease risk, using the base case model parameters and assumptions and using the 15-category model as

### Table 1  Model Parameters and Assumptions

<table>
<thead>
<tr>
<th>Variable</th>
<th>Base Case Estimate</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>30</td>
<td>30–80</td>
</tr>
<tr>
<td>Disease risk function distribution</td>
<td>Logistic</td>
<td></td>
</tr>
<tr>
<td>Underlying risk factor distribution</td>
<td>Normal</td>
<td>Linear</td>
</tr>
<tr>
<td>Annual disease risk without intervention, %(^a)</td>
<td>3</td>
<td>1–12</td>
</tr>
<tr>
<td>Relative risk of disease(^b)</td>
<td>2</td>
<td>1.2–2.5</td>
</tr>
<tr>
<td>Disease-specific mortality rate ($\lambda_{adj}$)</td>
<td>0.03</td>
<td>0.01–0.10</td>
</tr>
<tr>
<td>Treatment effect ($\phi$), %</td>
<td>10</td>
<td>1–50</td>
</tr>
</tbody>
</table>

\(\phi\): Represents the average disease risk for a population with the specified risk factor distribution and is derived from risk function using values of $\alpha$ and $\beta$ such that we get a specified disease risk and relative risk of disease.

\(\lambda_{adj}\): Represents the ratio of high-risk v. low-risk categories in the 2-category model and is derived from the value of $\beta$ by dividing the overall risk of the high-risk group by that of the low-risk group to achieve the desired relative risk value.
a proxy for the gold standard in defining bias (note: the Monte Carlo model is very computer time intensive). Given an average disease risk of 3%, an intervention that decreased risk by 10%, and an RR of 2, the linear model predicted the intervention to increase life expectancy by over a year. The bias was highest for 2 categories at 3.2% and increased with higher levels of disease risk. We also used the linear model with a 15-category model as a proxy for the gold standard to further explore the relationship between bias and disease risk, shown in Figure 4 for a constant RR of 1.2. When considering a wider range of disease risk values, we found that magnitude of bias did increase with disease risks of up to 3%, at which point bias decreased and eventually became increasingly negative at disease risks of greater than 8%.

When we varied other parameters using the logistic model, the range of categorization bias by number of categories did not change substantially. For treatment efficacy of 1% to 50% (from a base case value of 10%), the bias decreased with higher efficacy but changed minimally—still ranging between 2.2% and 0.02% (2–15 categories, respectively) from a base case range of 2.4% to 0.05%. For 30- to 80-year-olds, the bias decreased with age—and therefore with higher rates of all-cause mortality—ranging from 1% to 0.005% for 2 to 15 categories in people aged 80+ years.

In our worked example, for a US population of 65- to 74-year-old smoking, diabetic men (1976–1980), an average annual disease probability of 2.03%, an annual disease-specific mortality of 3%, and an intervention that decreases DBP by 15 points among patients with DBP ≥ 90, the model predicted that the intervention would increase life expectancy by approximately 2 weeks. Comparing projected gains with the use of 1 to 2 DBP categories with those when using a 10-category model, the categorization bias was 6.2% for the 1-category model and 3.8% for 2 categories. As with the results from our base case analysis, the bias was always positive, approached 0 as N increased, and was overall very small for any number of categories.

DISCUSSION

We evaluated the tradeoffs involved in categorizing continuous risk factors in decision-analytic modeling. Although one of the benefits of evaluating interventions with Markov cohort models is the ability to simulate disease risk over time, to do so, it is necessary to categorize model inputs and thus assume homogeneous risk within each category. Model outcomes may consequently be biased because of the changing distribution of risk across categories over time, as the higher risk individuals within each category progress to disease more rapidly than their lower risk counterparts. Knowing the degree to which such a bias might affect results for a particular disease and intervention can be important for modelers when making categorization decisions. This analysis provides a methodological contribution to that knowledge beyond that from previous research on heterogeneity bias by exploring the impact that assumptions of homogeneity within risk groups may have on model outcomes when more than 2 groups are considered, when using a continuously valued risk factor as a gold standard for defining bias, and when bias challenges a priori expectations that it would be positive because of the heterogeneity effect.

We evaluated the degree and direction of categorization bias in simplified and generic Markov cohort and Monte Carlo simulation models and as a function of overall annual disease risk, disease-specific mortality, risk factor effect, and number of risk factor categories. These parameters were considered important so that modelers can determine the impact of categorization decisions for varying degrees of

### Table 2  Life Expectancy Gain from Hypothetical Intervention and Percent Bias by Number of Risk Factor Categories

<table>
<thead>
<tr>
<th># Categories</th>
<th>No Intervention</th>
<th>Intervention</th>
<th>Months Gained</th>
<th>% Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (pooled)</td>
<td>40.56</td>
<td>41.07</td>
<td>8.61</td>
<td>7.50</td>
</tr>
<tr>
<td>2</td>
<td>40.66</td>
<td>41.35</td>
<td>8.20</td>
<td>2.42</td>
</tr>
<tr>
<td>3</td>
<td>40.74</td>
<td>41.41</td>
<td>8.10</td>
<td>1.25</td>
</tr>
<tr>
<td>4</td>
<td>40.77</td>
<td>41.44</td>
<td>8.07</td>
<td>0.77</td>
</tr>
<tr>
<td>5</td>
<td>40.79</td>
<td>41.46</td>
<td>8.05</td>
<td>0.52</td>
</tr>
<tr>
<td>6</td>
<td>40.80</td>
<td>41.47</td>
<td>8.04</td>
<td>0.38</td>
</tr>
<tr>
<td>7</td>
<td>40.81</td>
<td>41.48</td>
<td>8.03</td>
<td>0.28</td>
</tr>
<tr>
<td>8</td>
<td>40.81</td>
<td>41.48</td>
<td>8.02</td>
<td>0.22</td>
</tr>
<tr>
<td>9</td>
<td>40.82</td>
<td>41.49</td>
<td>8.02</td>
<td>0.17</td>
</tr>
<tr>
<td>10</td>
<td>40.82</td>
<td>41.49</td>
<td>8.02</td>
<td>0.14</td>
</tr>
<tr>
<td>11</td>
<td>40.82</td>
<td>41.49</td>
<td>8.01</td>
<td>0.11</td>
</tr>
<tr>
<td>12</td>
<td>40.83</td>
<td>41.49</td>
<td>8.01</td>
<td>0.09</td>
</tr>
<tr>
<td>13</td>
<td>40.83</td>
<td>41.49</td>
<td>8.01</td>
<td>0.07</td>
</tr>
<tr>
<td>14</td>
<td>40.83</td>
<td>41.50</td>
<td>8.01</td>
<td>0.06</td>
</tr>
<tr>
<td>15</td>
<td>40.83</td>
<td>41.50</td>
<td>8.01</td>
<td>0.05</td>
</tr>
<tr>
<td>MC</td>
<td>40.84</td>
<td>41.51</td>
<td>8.01</td>
<td>0.00</td>
</tr>
</tbody>
</table>

MC, Monte Carlo model result.
Figure 2  Categorization bias for varying disease risks (1%, 3%, 5%), relative risks between 2 categories (1.5, 2, 2.5), number of risk factor categories (2–15), and disease-specific mortality (1%, 3% 10%), using the model with the continuously valued risk factor as the gold standard.
disease prevalence and mortality, as well as for risk factors of substantial or negligible importance. Categorization bias was defined as the percentage change in life expectancy gain when using 2 to 15 categories of risk factor compared with that when using a Monte Carlo simulation that modeled the risk factor as a continuous variable. A positive bias therefore indicates that categorization overestimates the benefits gained from the intervention, whereas a negative bias indicates an underestimation. For average disease risk of 3%, disease-specific mortality of 0.03, and an intervention that reduces disease risk by 10%, the bias was only 3.9% even when the risk factor effect was large, and it never exceeded 4% for any parameter combinations evaluated. With our base case assumptions, the bias was always positive and consistently remained at less than 1.5% when at least 3 categories were used. Although these base case assumptions, the bias was always positive and consistently remained at less than 1.5% when at least 3 categories were used. Although these base case assumptions may be somewhat restrictive, the results of our worked example of reducing CHD risk through a blood pressure intervention indicate that even when using more general forms of such parameters, the bias still remained at less than 4% when at least 2 categories were used. Similarly, when we evaluated bias in a sensitivity analysis using a log-normal distribution, results were very similar to those in the base case, with bias being positive, approaching 0 with an increasing number of categories, and not exceeding 1% with the use of at least 3 categories. The magnitude of categorization bias is thus relatively small, given that previous research indicates a range of 50% to 75% for heterogeneity bias.1

We found that when disease risk is sufficiently high and relative risk is small, the categorization bias can be negative (Figure 4). In other words, using fewer categories can result in an underestimation of the life expectancy gains under these conditions. This is opposite to the expected effect induced by an overestimation of disease risk—and risk reduction due to intervention—when fewer categories are used and has been previously reported in the 2-category v. 1-category setting by Zaric.2 The explanation for this finding is that the overestimation of disease risk (with fewer categories) results in an underestimation of life expectancy with or without intervention. The negative bias associated with underestimation of life expectancy (and life expectancy gain) competes with the positive bias associated with overestimating the effect of the intervention on disease risk and is most prominent when overall disease risk is high. With a very high risk of disease, most of the cohort gets the disease within a short period of time, and thus the disease prevention aspect of the intervention is outweighed by the reduction of life expectancy for the cohort with slightly higher disease risk (i.e., the cohort in the model with fewer categories). This effect also explains the nonsequential ordering of bias in relation to disease risk, as bias increases with risk up to a threshold, at which point the

Figure 3 Categorization bias with a linear risk function for varying disease risk and number of risk factor categories, using the 15-category model as comparator, a disease-specific mortality of 3%, and relative risk between 2 categories of 2.

Figure 4 Categorization bias with the linear risk function using 2, 3, and 5 risk factor categories as compared with 15, for disease risks of 0.5% to 12%, a disease-specific mortality of 10%, and relative risk between 2 categories of 1.15.
negative influence begins to dominate the positive and causes bias to subsequently decrease with increased disease risk.

The results of this analysis must be considered in light of its limitations. To most clearly demonstrate the effects of categorizing continuous variables on model outcomes, we used generic disease prevention models and made simplifying assumptions about the relationship between risk factor and disease and about methods for modeling interventions. Although we evaluated results for both logistic and linear functions of disease risk, these may not be clinically accurate, as the nature of such dose-response relationships between risk factor and disease may be highly irregular, unpredictable, and/or nonparametric.

Similarly, our assumption of a normal underlying risk factor distribution may not accurately represent true risk factor levels in a population. For example, folate intake—a predictor variable for neural tube defect–affected pregnancies as well as possibly for colon cancer and heart disease—has been shown to have a lognormal population distribution. Modeling folate intake as a normal distribution could affect model outcomes beyond the effects of categorization or heterogeneity bias, such as by changing the proportions of the population estimated to be within disease risk categories. Our analysis also only considered risk factors that do not change with age—which may not be accurate in clinical situations involving such risk factors as body weight or diet—and that are categorized by assigning equal probability to each category.

Markov state transition models offer a valuable method of evaluating health outcomes and disease prevention interventions, yet their very nature requires the categorization of continuously valued predictor variables and the assumption of homogeneous risk within each health state. Although our analysis indicates that the magnitude of the consequential categorization bias is small and somewhat predictable, modelers should consider the potential for error when designing such models, and researchers and policy makers need to be cognizant of these issues in interpreting model results.

REFERENCES


